**FLIGHT DELAY PREDICTION DOCUMENTATION**

*Can an app be created to predict flight delays due to weather related issues?*

The following paper tries to model solutions to predict flight delays due to weather related issues. The proposed models for flight delay prediction uses supervised machine learning techniques. The goal of this research is to be able to predict departure delays 2-24 hrs in advance. The paper analyzes the performance of the following algorithms on the flight delay prediction model namely – Simple Logistic Regression, Naive Bayyes classification and Support Vector Machines. The end goal is to choose the best performing algorithm and implement it to predict the delay of flights in advance. The objective of this research is to answer the question mentioned above with concrete results and explanation of the chosen solution.

The working model of the paper is explained with the aid of the following diagram

![](data:image/png;base64,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)

Step 1:- Get Data

The dataset for this model was collected from the following websites for the month (April – June) for the year 2013.

1. http://gallery.cortanaintelligence.com/Experiment/Binary-Classification-Flight-delay-prediction-3?share=1.

2. https://www.ncdc.noaa.gov/cdo-web/datasets.

3. http://www.transtats.bts.gov/DL\_SelectFields.asp?Table\_ID=236&DB\_Short\_Name=On-Time.

4. https://www.wunderground.com/.

In order to maintain the accuracy of the dataset for the flight and weather, the datasets were cross checked for accuracy by validating the information from the above mentioned websites.

Step 2:- Pre-Process Data

The dataset obtained from the above sources was combined and a fresh dataset was created. The initial dataset contained 18 features combined of (flight + weather). We have chosen to work on a small cluster of data to optimize accuracy and get a better feel of the performance of the algorithm. Since, our main objective is to apply machine learning and the saying goes “There is no fixed size of dataset for better performance in Machine learning. The more, the merrier”. So, our initial goal is to work on 344 datapoints and analyze the results. We can always add more data in our dataset in case of redundancy or conflicting results.

To select the most useful features for the prediction model, we used the Weka software.

* Check for Missing values in the database using the Weka Software.

To check for missing values in the dataset, the dataset is loaded in the Weka software. Then each column is checked in the Weka to identify any missing values. The dataset used in the current experiment doesn’t contain any missing values.

Step 3:- Get Features

* Identify the most important features for the classification algorithms using Weka.

**Algorithm 1:- Simple Logistic Regression**

Available Features:-

1. Month

2. Day

3. Time

4. Timegroup

5. Airportid

6. Temperature (temperature of the origin airport).

7. DewPoint (of the origin airport)

8. humidity (of the origin airport)

9. Pressure (of the origin airport)

10. WindSpeed (of the origin airport)

11. destination airport ID

12. desttemperature (of the destination airport)

13. destdewpoint (of the destination airport)

14. destinationPressure (of the destination airport)

15. destwindspeed (of the destination airport)

16. Prediction (Yes/No).

Our first algorithm that we wanted to experiment was Simple Logistic Regression classification. We wanted to Weka to help us select the best features available for the Simple Logistic Regression Classification Model. Weka returned us with the following results.

=== Run information ===

Evaluator: weka.attributeSelection.ClassifierSubsetEval -B weka.classifiers.functions.SimpleLogistic -T -H "Click to set hold out or test instances" -E acc -- -I 0 -M 500 -H 50 -W 0.0

Search: weka.attributeSelection.BestFirst -D 1 -N 5

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11

Instances: 344

Attributes: 16

Month

Day

Time

Timegroup

Airportid

Temperature

DewPoint

humidity

Pressure

WindSpeed

destination airport ID

desttemperature

destdewpoint

destinationPressure

destwindspeed

Prediction

Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:

Best first.

Start set: no attributes

Search direction: forward

Stale search after 5 node expansions

Total number of subsets evaluated: 127

Merit of best subset found: 0.299

Attribute Subset Evaluator (supervised, Class (nominal): 16 Prediction):

Classifier Subset Evaluator

Learning scheme: weka.classifiers.functions.SimpleLogistic

Scheme options: -I 0 -M 500 -H 50 -W 0.0

Hold out/test set: Training data

Subset evaluation: classification error

Selected attributes: 1,3,4,7,8,13,14 : 7

Month

Time

Timegroup

DewPoint

humidity

destdewpoint

destinationPressure

The next step was to run the Simple Logistic Regression on the selected attributes as suggested by Weka. We ran the Simple Logistic Regression on the whole dataset first and then wanted to compare the results with the Simple Logistic Regression on the selected attributes of the dataset.

Results are displayed as below:-

1. Whole dataset (70% training set; 30% test set; 16 features)

=== Run information ===

Scheme: weka.classifiers.functions.SimpleLogistic -I 0 -M 500 -H 50 -W 0.0

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11

Instances: 344

Attributes: 16

Month

Day

Time

Timegroup

Airportid

Temperature

DewPoint

humidity

Pressure

WindSpeed

destination airport ID

desttemperature

destdewpoint

destinationPressure

destwindspeed

Prediction

Test mode: split 70.0% train, remainder test

=== Classifier model (full training set) ===

SimpleLogistic:

Class 0 :

0.84 +

[Timegroup] \* -0.46

Class 1 :

-0.84 +

[Timegroup] \* 0.46

Time taken to build model: 0.19 seconds

=== Evaluation on test split ===

Time taken to test model on training split: 0 seconds

=== Summary ===

Correctly Classified Instances 63 61.165 %

Incorrectly Classified Instances 40 38.835 %

Kappa statistic 0.2429

Mean absolute error 0.4498

Root mean squared error 0.4802

Relative absolute error 88.9816 %

Root relative squared error 94.5167 %

Total Number of Instances 103

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class

0.761 0.509 0.547 0.761 0.636 0.258 0.733 0.701 no

0.491 0.239 0.718 0.491 0.583 0.258 0.733 0.697 yes

Weighted Avg. 0.612 0.360 0.642 0.612 0.607 0.258 0.733 0.699

=== Confusion Matrix ===

a b <-- classified as

35 11 | a = no

29 28 | b = yes

2. Selected attributes (70% training set; 30% test set; 7 features)

=== Run information ===

Scheme: weka.classifiers.functions.SimpleLogistic -I 0 -M 500 -H 50 -W 0.0

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11-weka.filters.unsupervised.attribute.Remove-R2,5-6,9-12,15

Instances: 344

Attributes: 8

Month

Time

Timegroup

DewPoint

humidity

destdewpoint

destinationPressure

Prediction

Test mode: split 70.0% train, remainder test

=== Classifier model (full training set) ===

SimpleLogistic:

Class 0 :

3.04 +

[Month] \* -0.11 +

[Time] \* 0 +

[Timegroup] \* -0.58 +

[DewPoint] \* -0 +

[humidity] \* 0.12 +

[destdewpoint] \* -0.02 +

[ destinationPressure] \* -0.1

Class 1 :

-3.04 +

[Month] \* 0.11 +

[Time] \* -0 +

[Timegroup] \* 0.58 +

[DewPoint] \* 0 +

[humidity] \* -0.12 +

[destdewpoint] \* 0.02 +

[ destinationPressure] \* 0.1

Time taken to build model: 0.14 seconds

=== Evaluation on test split ===

Time taken to test model on training split: 0 seconds

=== Summary ===

Correctly Classified Instances 69 66.9903 %

Incorrectly Classified Instances 34 33.0097 %

Kappa statistic 0.3512

Mean absolute error 0.4598

Root mean squared error 0.4846

Relative absolute error 90.9621 %

Root relative squared error 95.3704 %

Total Number of Instances 103

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class

0.783 0.421 0.600 0.783 0.679 0.364 0.723 0.725 no

0.579 0.217 0.767 0.579 0.660 0.364 0.723 0.673 yes

Weighted Avg. 0.670 0.308 0.693 0.670 0.669 0.364 0.723 0.696

=== Confusion Matrix ===

a b <-- classified as

36 10 | a = no

24 33 | b = yes

So, comparing the results from the classification model, we can see that using the features selected by Weka gives us a ~5% boost in the prediction accuracy. We shall be using the 7 features as suggested by Weka for the Simple Logistic Regression classification program which will be mentioned later.

**Algorithm 2:- Naive Bayyes Classification**

Our second proposed classification algorithm is the Naive Bayyes algorithm. As mentioned above, we wanted to get the best features for our Naive Bayyes model and Weka provided us with the following suggestions.

=== Run information ===

Evaluator: weka.attributeSelection.ClassifierSubsetEval -B weka.classifiers.bayes.NaiveBayes -T -H "Click to set hold out or test instances" -E acc

Search: weka.attributeSelection.BestFirst -D 1 -N 5

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11-weka.filters.unsupervised.attribute.Remove-R2,5-6,9-12,15

Instances: 344

Attributes: 8

Month

Time

Timegroup

DewPoint

humidity

destdewpoint

destinationPressure

Prediction

Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:

Best first.

Start set: no attributes

Search direction: forward

Stale search after 5 node expansions

Total number of subsets evaluated: 43

Merit of best subset found: 0.305

Attribute Subset Evaluator (supervised, Class (nominal): 8 Prediction):

Classifier Subset Evaluator

Learning scheme: weka.classifiers.bayes.NaiveBayes

Scheme options:

Hold out/test set: Training data

Subset evaluation: classification error

Selected attributes: 3,4,6 : 3

Timegroup

DewPoint

Destdewpoint

So, our chosen attributes for the Naive Bayyes Classification Model are Timegroup,DewPoint and Destdewpoint. We wanted to run a test on the Naive Bayyes classification model on the selected attributes. The results are mentioned below.

-----------------------------------------------------------------------------------------------------

=== Run information ===

Scheme: weka.classifiers.bayes.NaiveBayes

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11-weka.filters.unsupervised.attribute.Remove-R2,5-6,9-12,15-weka.filters.unsupervised.attribute.Remove-R1-2,5,7

Instances: 344

Attributes: 4

Timegroup

DewPoint

destdewpoint

Prediction

Test mode: split 70.0% train, remainder test

=== Classifier model (full training set) ===

Naive Bayes Classifier

Class

Attribute no yes

(0.52) (0.48)

===============================

Timegroup

mean 1.5363 1.9394

std. dev. 0.6789 0.5689

weight sum 179 165

precision 1 1

DewPoint

mean -5.8049 -5.4939

std. dev. 6.1858 6.314

weight sum 179 165

precision 0.6167 0.6167

destdewpoint

mean 13.1389 14.8783

std. dev. 7.6673 8.2039

weight sum 179 165

precision 0.678 0.678

Time taken to build model: 0 seconds

=== Evaluation on test split ===

Time taken to test model on training split: 0 seconds

=== Summary ===

Correctly Classified Instances 70 67.9612 %

Incorrectly Classified Instances 33 32.0388 %

Kappa statistic 0.3664

Mean absolute error 0.4594

Root mean squared error 0.4733

Relative absolute error 90.8908 %

Root relative squared error 93.1475 %

Total Number of Instances 103

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class

0.761 0.386 0.614 0.761 0.680 0.375 0.719 0.730 no

0.614 0.239 0.761 0.614 0.680 0.375 0.719 0.670 yes

Weighted Avg. 0.680 0.305 0.695 0.680 0.680 0.375 0.719 0.696

=== Confusion Matrix ===

a b <-- classified as

35 11 | a = no

22 35 | b = yes

**Algorithm 3:- Support Vector Machine Classification**

Our third proposed classification algorithm is the Support Vector Machine classification algorithm. We ran our dataset through Weka and wanted to come up with the best available features for our Support Vector Machine Classification Model.

Results are displayed as below:-

=== Run information ===

Evaluator: weka.attributeSelection.ClassifierSubsetEval -B weka.classifiers.functions.SMO -T -H "Click to set hold out or test instances" -E acc -- -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K "weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007" -calibrator "weka.classifiers.functions.Logistic -R 1.0E-8 -M -1 -num-decimal-places 4"

Search: weka.attributeSelection.BestFirst -D 1 -N 5

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11-weka.filters.unsupervised.attribute.Remove-R2,5-6,9-12,15

Instances: 344

Attributes: 8

Month

Time

Timegroup

DewPoint

humidity

destdewpoint

destinationPressure

Prediction

Evaluation mode: evaluate on all training data

=== Attribute Selection on all input data ===

Search Method:

Best first.

Start set: no attributes

Search direction: forward

Stale search after 5 node expansions

Total number of subsets evaluated: 31

Merit of best subset found: 0.308

Attribute Subset Evaluator (supervised, Class (nominal): 8 Prediction):

Classifier Subset Evaluator

Learning scheme: weka.classifiers.functions.SMO

Scheme options: -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007 -calibrator weka.classifiers.functions.Logistic -R 1.0E-8 -M -1 -num-decimal-places 4

Hold out/test set: Training data

Subset evaluation: classification error

Selected attributes: 1,2,3,5,6,7 : 6

Month

Time

Timegroup

humidity

destdewpoint

destinationPressure

The next step was to run the Support Vector Classifier on the dataset based on the selected attributes. The results are displayed as below:-

=== Run information ===

Scheme: weka.classifiers.functions.SMO -C 1.0 -L 0.001 -P 1.0E-12 -N 0 -V -1 -W 1 -K "weka.classifiers.functions.supportVector.PolyKernel -E 1.0 -C 250007" -calibrator "weka.classifiers.functions.Logistic -R 1.0E-8 -M -1 -num-decimal-places 4"

Relation: r-weka.filters.unsupervised.attribute.Remove-R14-weka.filters.unsupervised.attribute.Remove-R10-weka.filters.unsupervised.attribute.Remove-R11-weka.filters.unsupervised.attribute.Remove-R2,5-6,9-12,15-weka.filters.unsupervised.attribute.Remove-R4

Instances: 344

Attributes: 7

Month

Time

Timegroup

humidity

destdewpoint

destinationPressure

Prediction

Test mode: split 70.0% train, remainder test

=== Classifier model (full training set) ===

SMO

Kernel used:

Linear Kernel: K(x,y) = <x,y>

Classifier for classes: no, yes

BinarySMO

Machine linear: showing attribute weights, not support vectors.

0.3218 \* (normalized) Month

+ 0.0813 \* (normalized) Time

+ 2.8137 \* (normalized) Timegroup

+ -0.1539 \* (normalized) humidity

+ 1.1437 \* (normalized) destdewpoint

+ 0.9435 \* (normalized) destinationPressure

- 2.6875

Number of kernel evaluations: 10243 (73.184% cached)

Time taken to build model: 0.03 seconds

=== Evaluation on test split ===

Time taken to test model on training split: 0 seconds

=== Summary ===

Correctly Classified Instances 69 66.9903 %

Incorrectly Classified Instances 34 33.0097 %

Kappa statistic 0.3405

Mean absolute error 0.3301

Root mean squared error 0.5745

Relative absolute error 65.3019 %

Root relative squared error 113.082 %

Total Number of Instances 103

=== Detailed Accuracy By Class ===

TP Rate FP Rate Precision Recall F-Measure MCC ROC Area PRC Area Class

0.696 0.351 0.615 0.696 0.653 0.343 0.672 0.564 no

0.649 0.304 0.725 0.649 0.685 0.343 0.672 0.665 yes

Weighted Avg. 0.670 0.325 0.676 0.670 0.671 0.343 0.672 0.620

=== Confusion Matrix ===

a b <-- classified as

32 14 | a = no

20 37 | b = yes

Step 4:- Choose and Apply a Learning Algorithm

The results of the classification algorithms are mentioned below. Each of the algorithms were run on 70% training set and 30% test set in Weka.

|  |  |  |  |
| --- | --- | --- | --- |
| Algorithm | Accuracy (%) | Error (%) | Completion Time |
| Simple Logistic Regression | 66.9903 | 32.0388 | 0.14 seconds |
| Naive Bayyes | 67.9612 | 32.0388 | 0 seconds |
| Support Vector Machines | 66.9903 | 33.0097 | 0.03 seconds |

The above results suggest that Naive Bayyes is our best bet but we wanted to have an open mind and create a prediction program for all the three algorithms. Our preferred programming language is Java and we are building a simple classifier program for the above algorithms.

We chose java and decided to come up with desktop software for now. Java has a write once, run everywhere policy. This makes our program platform independent. Our preferred IDE is eclipse.

The code for each of the above algorithms is in a separate folder in the GITHUB account of the team and also is attached below at the end of the paper.

Conclusion:-

The aim of this research was to answer the question if an app can be created to predict flight delays in advance based on weather related issues. Based on our above research, we can firmly say that Yes, an app can be created to predict flight delays based on weather data of the past. We applied Machine learning and data mining for this project. Machine learning is one of the fastest growing areas of research in our modern era and is being implemented by some of the top notch companies namely- Google, Microsoft, Facebook, NASA.

We wanted to go a step further and come up with a way to estimate the time of delay along with the prediction (yes/no). To achieve that we first identify if a flight is likely to be delayed based on the weather data. After that we wanted to apply K-means clustering to group together data of the similar type of that specific weather data. We look at the amount of time in departure delays in the dataset of the previous data. Then we take the mean of the departure delay times of the group formed by K-means clustering and suggest it as an approximate time of delay for that particular date.

**Java code for Naive Bayes Classifier algorithm**

Jar files required – weka.jar

**import** java.io.FileNotFoundException;

**import** java.io.FileReader;

**import** java.io.BufferedReader;

**import** java.io.IOException;

**import** java.util.Random;

**import** weka.classifiers.evaluation.\*;

**import** weka.classifiers.bayes.NaiveBayes;

**import** weka.classifiers.bayes.net.\*;

**import** weka.core.Instance;

**import** weka.core.Instances;

**import** weka.core.converters.ConverterUtils;

**public** **class** JavaWeka {

**public** **static** **void** main(String[] args) {

// **TODO** Auto-generated method stub

ConverterUtils.DataSource source1;

**try** {

source1 = **new** ConverterUtils.DataSource("traindata.arff");

Instances train = source1.getDataSet();

// setting class attribute if the data format does not provide this information

// For example, the XRFF format saves the class attribute information as well

**if** (train.classIndex() == -1)

train.setClassIndex(train.numAttributes() - 1);

ConverterUtils.DataSource source2 = **new** ConverterUtils.DataSource("testdata.arff");

Instances test = source2.getDataSet();

// setting class attribute if the data format does not provide this information

// For example, the XRFF format saves the class attribute information as well

**if** (test.classIndex() == -1)

test.setClassIndex(train.numAttributes() - 1);

NaiveBayes naiveBayes = **new** NaiveBayes();

naiveBayes.buildClassifier(train);

Evaluation eval = **new** Evaluation(train);

eval.evaluateModel(naiveBayes,test);

System.***out***.println(eval.toSummaryString("\nResults\n####\n",**true**));

System.***out***.println(eval.fMeasure(1)+ "" + eval.precision(1)+ "" +eval.recall(1));

} **catch** (Exception e) {

// **TODO** Auto-generated catch block

e.printStackTrace();

}

}

}

Output-

Results

####

Correctly Classified Instances 65 62.5 %

Incorrectly Classified Instances 39 37.5 %

Kappa statistic 0.245

K&B Relative Info Score 1013.5341 %

K&B Information Score 10.1229 bits 0.0973 bits/instance

Class complexity | order 0 103.8896 bits 0.9989 bits/instance

Class complexity | scheme 101.6568 bits 0.9775 bits/instance

Complexity improvement (Sf) 2.2328 bits 0.0215 bits/instance

Mean absolute error 0.4585

Root mean squared error 0.4909

Relative absolute error 91.8479 %

Root relative squared error 98.2601 %

Total Number of Instances 104

0.58064516129032260.6279069767441860.54

**Java code for Support Vector Machine**

Jar files required – JAVAML, WEKA, LibSVM

**import** java.io.File;

**import** java.io.IOException;

**import** libsvm.LibSVM;

**import** net.sf.javaml.classification.Classifier;

**import** net.sf.javaml.core.Dataset;

**import** net.sf.javaml.core.Instance;

**import** net.sf.javaml.tools.data.FileHandler;

**public** **class** SVMweka {

**public** **static** **void** main(String[] args) **throws** IOException {

// **TODO** Auto-generated method stub

Dataset data = FileHandler.*loadDataset*(**new** File("traindata.csv"),3,",");

/\*

\* Contruct a LibSVM classifier with default settings.

\*/

Classifier svm = **new** LibSVM();

svm.buildClassifier(data);

/\*

\* Load a data set, this can be a different one, but we will use the

\* same one.

\*/

Dataset dataForClassification = FileHandler.*loadDataset*(**new** File("testdata.csv"),3,",");

/\* Counters for correct and wrong predictions. \*/

**int** correct = 0, wrong = 0;

/\* Classify all instances and check with the correct class values \*/

**for** (Instance inst : dataForClassification) {

Object predictedClassValue = svm.classify(inst);

Object realClassValue = inst.classValue();

**if** (predictedClassValue.equals(realClassValue))

correct++;

**else**

wrong++;

}

System.***out***.println("Correct predictions " + correct);

System.***out***.println("Wrong predictions " + wrong);

}

}

Output:-

Correct predictions 72

Wrong predictions 33

**Java code for Simple Logistic Regression**

import java.io.BufferedReader;

import java.io.File;

import java.io.FileNotFoundException;

import java.io.FileReader;

import java.io.IOException;

import java.util.ArrayList;

import java.util.Arrays;

import java.util.List;

import java.util.Scanner;

/\*\*

public class SLR {

/\*\* the learning rate \*/

private double rate;

/\*\* the weight to learn \*/

private double[] weights;

/\*\* the number of iterations \*/

private int ITERATIONS = 3000;

public SLR(int n) {

this.rate = 0.0001;

weights = new double[n];

}

private static double sigmoid(double z) {

return 1.0 / (1.0 + Math.exp(-z));

}

public void train(List<Instance> instances) {

for (int n=0; n<ITERATIONS; n++) {

double lik = 0.0;

for (int i=0; i<instances.size(); i++) {

double[] x = instances.get(i).x;

double predicted = classify(x);

int label = instances.get(i).label;

for (int j=0; j<weights.length; j++) {

weights[j] = weights[j] + rate \* (label - predicted) \* x[j];

}

// not necessary for learning

lik += label \* Math.log(classify(x)) + (1-label) \* Math.log(1- classify(x));

}

System.out.println("iteration: " + n + " " + Arrays.toString(weights) + " mle: " + lik);

}

}

private double classify(double[] x) {

double logit = .0;

for (int i=0; i<weights.length;i++) {

logit += weights[i] \* x[i];

}

return sigmoid(logit);

}

public static class Instance {

public int label;

public double[] x;

public Instance(int label, double[] x) {

this.label = label;

this.x = x;

}

}

public static List<Instance> readDataSet(String file) throws FileNotFoundException {

List<Instance> dataset = new ArrayList<Instance>();

Scanner scanner = null;

try {

scanner = new Scanner(new File(file));

while(scanner.hasNextLine()) {

String line = scanner.nextLine();

String[] columns = line.split("\\s+");

// skip first column and last column is the label

int i = 1;

double[] data = new double[columns.length-2];

for (i=1; i<columns.length-2; i++) {

data[i-1] = Double.parseDouble(columns[i]);

}

int label = Integer.parseInt(columns[i]);

Instance instance = new Instance(label, data);

dataset.add(instance);

}

} finally {

if (scanner != null)

scanner.close();

}

return dataset;

}

public static void main(String... args) throws FileNotFoundException {

List<Instance> instances = readDataSet("editedata.txt");

SLR logistic = new SLR(3);

logistic.train(instances);

String month,day,time,origin,destination;

Scanner input = new Scanner(System.in);

System.out.println("Enter the month of travel");

month = input.nextLine();

System.out.println("Enter the day of travel");

day = input.nextLine();

System.out.println("Enter the time of travel");

time = input.nextLine();

System.out.println("Enter the origin airport code of travel");

origin = input.nextLine();

System.out.println("Enter the destination airport code of travel");

destination = input.nextLine();

String csvFile = "fdata.txt";

BufferedReader br = null;

String line = "";

String cvsSplitBy = ",";

try {

Scanner x = new Scanner(new File(csvFile));

while(x.hasNext())

{

String month1,day1,time1,timegroup,airportid,temperature,dewpoint,humidity,windspeed,destinationairportid;

month1 = x.next();

day1 = x.next();

time1 = x.next();

timegroup = x.next();

airportid = x.next();

temperature = x.next();

dewpoint = x.next();

humidity = x.next();

windspeed = x.next();

destinationairportid = x.next();

if(month.compareTo(month1)==0)

{

if(day.compareTo(day1)==0)

{

if(time.compareTo(time1)==0)

{

if(origin.compareTo(airportid)==0)

{

if(destination.compareTo(destinationairportid)==0)

{

System.out.println(month1 + "\t" + day1 +"\t"+ time1 + "\t"+ timegroup+"\t"+ airportid+"\t"+temperature +"\t"+dewpoint+"\t"+humidity+

"\t"+windspeed+"\t"+destinationairportid);

int t1 = Integer.parseInt(timegroup);

int m1 = Integer.parseInt(month1);

Double tmp = Double.parseDouble(temperature);

System.out.println(t1 + "" + m1 + " " + tmp);

double[] z = {m1,tmp,t1};

System.out.println("Done");

System.out.println("prob(1|x) = " + logistic.classify(z));

double res = logistic.classify(z);

if(res>0.5)

{

System.out.println("Flight might delay");

}

else

System.out.println("Flight is on time");

}

}

}

}

}

}

x.close();

}

catch (FileNotFoundException e) {

e.printStackTrace();

} catch (IOException e) {

e.printStackTrace();

} finally {

if (br != null) {

try {

br.close();

} catch (IOException e) {

e.printStackTrace();

}

}

}

System.out.println("Done");

}

}

Output from the Simple Logistic Regression program

Enter the month of travel

4

Enter the day of travel

7

Enter the time of travel

1552

Enter the origin airport code of travel

10140

Enter the destination airport code of travel

11259

4 7 1552 1 10140 23.3 -11.1 0.09 7.2 11259

14 23.3

Done

prob(1|x) = 0.9606277435328205

Flight might delay\*\*\*

Done

Enter the month of travel

4

Enter the day of travel

3

Enter the time of travel

852

Enter the origin airport code of travel

10140

Enter the destination airport code of travel

11259

4 3 852 1 10140 6.1 -1.7 0.58 3.6 11259

14 6.1

Done

prob(1|x) = 0.02986981914996907

Flight is on time\*\*\*

References:- https://github.com/tpeng/logistic-regression